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Background



What are personalities

• A psychological construct 
• Stable & Measurable attributes
• Influence:

• Emotion Feeling
• Behavior Responses
• Decision Making



Personality as External Functions

• Previous researches show that …
• Personalities could be observed through expressive cues:

• Questionaire (have been long developed in psychology)
• Text: writing style, word choice [1]
• Social Profiles: #Likes, #status updates, #friends, #groups [2]
• Preference: music genre, TV programs [3,4] 

• All these requires subject’s (spontaneous) external 
behaviors !



Personality as Internal Reactions
• What we proposed here:

• Personality traits could be “Aroused” unconsciously !
• Inference subject’s personality through stimulated physiology
• No need the subject to “TO ANYTHING”

• Through monitoring subject’s internal (physiology) 
responses, we could have a peek on their personalities



Contribution

• Multimodal Personality recognition using physiology by 
Graph Learning

• Integrate Visual Semantic Vectors for Siamese Attention 
Network

• Multimedia impact toward personality induction on 
physiology



Experiment Setup



Dataset
• Dataset: Amigos[5]
• Stimuli:

• 16 short emotional videos (duration < 250s)
• Intended stimuli: High/Low Arousal or Valence (4 in each quadrant)

• Modalities
• ECG (Shimmer 2R, 256 Hz, 12 bit) 
• EDA (Shimmer 2R, 128 Hz, 12 bit)
• EEG (Emotiv EPOC, 14 channel, 128 Hz, 14 bit)

• Subjects
• 40 (age 21~40, mean 28.3) => 38



Big5 Personalities



Proposed Architecture



Framework

Attention 𝑨𝑨

ECG EDA EEG

GCN 𝑮𝑮

GCN 𝑮𝑮
*

* 𝑎𝑎𝑖𝑖𝑖𝑖

𝑎𝑎𝑖𝑖𝑖𝑛𝑛𝑖𝑖𝑖 𝑷𝑷

𝑧𝑧𝑖𝑖𝑖

𝑧𝑧𝑖𝑖𝑖𝑖

Concat

Agre
Cons
Open
Emot
Extr

𝑔𝑔𝑖𝑖𝑖

𝑔𝑔𝑖𝑖𝑖𝑖

𝒙𝒙𝑖𝑖𝑖

𝒙𝒙𝑖𝑖𝑖𝑖

Physiological Graph Construct Visual Content 
Attention

𝑛𝑛𝑖𝑖𝑖

Personality Recognition

Visual Semantic Encoding

Multimedia Content Stimuli (𝑠𝑠𝑡𝑡)

2.

1. 3. 4.





Low-Level Physiology Descriptors

• ECG: 
• Heart Rete Variabilities

• EDA:
• Phasic / Toni components
• Skin Conductance Responses

• EEG:
• Functional Statistics
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Results and Analysis



Parameter Settings
• 10-fold subject independent CV
• Hyperparameter grid searches:

• Dropout rate between [0:2; 0:5]
• learning rate among [0:01; 0:005; 0:001]
• Batchsize:16, the max
• Epoch: max 200 with early stop

• The final evaluation metric used is the unweighted average 
recall (UAR).



Results

Baseline Models
SVM-c: Directly concatenate a person’s all responses using SVM
SVM-v: Majority vote a person’s all responses using SVM
DNN-v: Majority vote a person’s all responses using DNN
AMIL:    Attention Multi-Instance Learning
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Through attention analysis …





Through attention analysis …
• Key stimuli for Openness, Emotion Stability, Extraversion

• Key stimuli specific for Extraversion

When Harry Met Sally (1989)The Exorcist (1973) Pink Flamingos (1972)

My Bodyguard (1980)



Conclusion

• Multi-media visual information help personality recognition
• Openness, Emotion Stability, and  Extraversion closely 

related with physiological responses
• Certain emotional multi-media stimuli could largely arouse 

a person’s trait on physiology
• The mechanism of affective multimedia content triggering 

personality traits on physiology remains unknown
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THANK YOU !! 
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